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There is a Variety of Knowledge Discovery Processes

SEMMA of SAS
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Cross-Industry Standard Process
for Data Mining (CRISP-DM)

Evaluation
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So why do we follow CRISP-DM? I FE
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= From a domain expert's perspective, = |t resembles a PDCA-
the process is very intuitive respectively a DMAIC-circle

Business Data
Understandmg Understanding

Data
Preparation

Deployment
Data Modellng

Evaluation

= |t provides a well defined = |t can easily be adapted
project structure across different industries
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CRISP-DM provides a well defined Project Structure I FE
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ATTRIBUTE (= LABEL
SPI Daten Réntgen Daten

= CSV-Dateien = TXT-Dateien
= Eine Datei pro Nutzenseite = Eine Datei pro Nutzen
= Kopfzeile + Rumpfdaten = Leer wenn Nutzen i.O., sonst
= 37 Attribute (numerisch & nominal) fehlerhafte Board_Compoenent_Pin

SMD-Value Stream: Shortening quality control loops _ _ _

and reducing the need for X-Ray inspection Exploring process and inspection data

R , Business Data Catenimport
(e tomunes () Understanding )] Understanding %% — -
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Cloud Analytics ;""" Tianinge & TesthoToma " ek “lncha Daabels. = Uberfiihrung in ein einheitliches Format
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Historic loT Data Data Bereinigung der Ferigumgs- = Bereinigung und Aufbereitung der Daten
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¥ e %- ===2] Modellierungsphase
ooty

Contextual Data Historic (SCOUT)
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Aggregating and cleansing of data
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Optimising slack rate and pseudo faults Selecting and configuring suitable prediction models
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Data Maturity can be assessed by applying a defined Set of Criteria I FE
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Data Acquisition — How is data collected along the value stream?

Sample Size — Are there enough representatives of each class and are they evenly distributed?

Reference Level — Is the data available in a high and uniform granularity?

Consistency — Does the relevant data set contain logical contradictions?

Traceability — Can label and feature value characteristics be joined unambiguously?

Prof. Dr.-Ing. Jochen Deuse 29.04.2019 7



We have specified ten Criteria and four Levels of Maturity each
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Criteria

2

3

4

manual entry

electronical, must be triggered
manually

data acquisition is carried out
automatically in most cases

fully automated
data collection

unilateral and incomplete recording of
relevant characteristics

recording of the essential
characteristics

recording of a large part of the
relevant characteristics

recording of all relevant,
(un)influenceable characteristics

no historic data

small sample per object group

unbalanced data

large sample per object group, but large sample with large number per

object group and class

paperbased records

decentralised data storage with
simple software (e.g. Excel)

different data management systems

with central data storage

comprehensive Data Warehouse

formats that are difficult to process
(e.g. scans, photos)

formats with limited processability
(e.g. PDF)

different, directly processable
formats (e.g. CSV, XML)

comprehensive standard format

unstructured text
or images

semi-structured data
(e.g. XML, JSON)

structured,
mixed-scaled data

structured, metrically scaled data
and standardized codes

only set points

highly aggregated actual values

aggregated actual values or raw
data with low sampling rate

raw data in real time

value characteristics at the highest
reference level

value characteristics at the upper
reference level

value characteristics at the next
higher level

value characteristics at individual
element level

no consistency/integrity

massive amount of logical
differences

few logical differences

full integrity/consistency

no ID/ time stamp

different ID/ timestamp

comprehensive ID/ time stamp

comprehensive ID/ timestamp on
same reference level

Prof. Dr.-Ing. Jochen Deuse

Reference: Eickelmann et al. (2019): Bewertungsmodell zur Analyse der Datenreife.

In: ZWF Jg. 114, 1-2, S. 29-33
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Non uniform Reference Levels prohibit Supervised Learning I I:E
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Maturity level

1 2 3 4

Criteria

electronical, must be triggered data acquisition is carried out fully automated
manually automatically in most cases data collection

Completeness of unilateral and incomplete recording of recording of the essential recording of a large part of the recording of all relevant,
data collection relevant characteristics characteristics relevant characteristics (un)influenceable characteristics

EIo SR gl ol [ER o [T o] o] [ETe Mo (o[8[ sNeIFIH large sample with large number per
unbalanced data object group and class

Data collection manual entry

Sample size no historic data small sample per object group

decentralised data storage with  different data management systems

Data sources r recor : .
paperbased records simple software (e.g. Excel) with central data storage

comprehensive Data Warehouse

formats that are difficult to process formats with limited processability sz e (=1 0A ol (olo=tkte )
(e.g. scans, photos) (e.g. PDF) formats (e.g. CSV, XML)

Data format comprehensive standard format

unstructured text semi-structured data structured, structured, metrically scaled data

Data structure . : :
or images (e.g. XML, JSON) mixed-scaled data and standardized codes

aggregated actual values or raw

data with low sampling rate ST EEEN I (e

Feature type only set points highly aggregated actual values

value characteristics at the highest
reference level

VENCROEIEWCIIS (e IR GO JCIgl  value characteristics at the next  value characteristics at individual
reference level higher level element level

Reference level

massive amount of logical

Consistency of data no consistency/integrity _
differences

few logical differences full integrity/consistency

comprehensive ID/ timestamp on

Traceability no ID/ time stamp different ID/ timestamp comprehensive ID/ time stamp
same reference level

Prof. Dr.-Ing. Jochen Deuse 29.04.2019 9



Supervised Learning of Quality Labels from End-of-Line-Test Data

= Diesel Injector Nozzle Manufacturing Value Stream

Packaging

Pressing rings
and filters

Assembly and injector testing

Screw
control

Screw
pressure

Assembly
pressure

Screw
injection

Leak test

Clamping
station

Quality
inspection

Ring
assembly

Forecast

Feature Value

>

Hydraulic end-of-line-test

Va

P1

P2 P3 P4 P5 P6

— Feature 1
— Feature 2
Feature 3

\

Time [s]

True result

NOK
3.018 (4,42 %)

oK
65.302 (95,58 %) ’

NOK

1.656 1.021
(2,42 %)
OK
66.664 1.997
Slack

(97,58 %)

Sensitivity / Recall
33,83 %

Slack rate
66,17 %

Prof. Dr.-Ing. Jochen Deuse
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Precision Pseudo
635 fault rate
Pseudo faults 61,65 % _
False Negative
64.667 omission rate predictive value
3,00 % 97,00 %
False Positive Rate
0,97 %
Accuracy
96,15 %
Specificity
99,03 %
29.04.2019 10



Unbalanced Label Proportions result in high Recall Rates I I:E
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Maturity level

Criteria

1 2 3 4

electronical, must be triggered data acquisition is carried out fully automated

Data collection manual entr : : ;
y manually automatically in most cases data collection

Completeness of unilateral and incomplete recording of recording of the essential recording of a large part of the recording of all relevant,
data collection relevant characteristics characteristics relevant characteristics (un)influenceable characteristics

EIo [T 1ol R o LIle] o] [T Mo (o ]i] s MM ]V I M Iarge sample with large number per

Sample size no historic data small sample per object group unbalanced data object group and class

decentralised data storage with  different data management systems

Data sources paperbased records comprehensive Data Warehouse

simple software (e.g. Excel) with central data storage
formats that are difficult to process formats with limited processability ~ different, directly processable
Data format ’ [
(e.g. scans, photos) (e.g. PDF) formats (e.g. CSV, XML) SO TS SEE T

DrlE Sl e unstructured text semi-structured data structured, structured, metrically scaled data
or images (e.g. XML, JSON) mixed-scaled data and standardized codes

aggregated actual values or raw

F i i . :
eature type only set points highly aggregated actual values data with low sampling rate

raw data in real time

value characteristics at the highest value characteristics at the upper  value characteristics at the next BEUIERSEE o s ies= 1Rlpe [\ [VF]
Reference level )
reference level reference level higher level element level
: , . . massive amount of logical : : . : .
Consistency of data no consistency/integrity , g few logical differences full integrity/consistency
differences
o . . . . . comprehensive ID/ timestamp on
Traceability no ID/ time stamp different ID/ timestamp comprehensive ID/ time stamp

same reference level

Prof. Dr.-Ing. Jochen Deuse 29.04.2019 11



Undersampling reduces the Effect of unbalanced Label Proportions
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1
9,54% 18,80% ]
— 0,9 21.62% - 19,35%
Data sample Values Data 08 38,35% 38,07% e
@@ 299regation cleansing  pmmmm ’ 46,25%
- 07 55,80%
) ) N 6,17%
L —
227.732 Samples 81 0,6
95,6 % i.0. Features
4,4% n.i.O. 0,5
81,20%
| [———— 0,4 80,65%
G —
0,3 61,93%
Undersampling
0.2 44,20%
Training data } ' 33,83%
set (70%)
s Modeling 0.1
Ta 0
n Test data 96,15% 97,00% 98,03% 98,20% 97,74% 97,30%
Splitting the (30%) Accuracy Naive Decision Tree  Random GBT GBT Decision Tree
data set Bayes (Meta Cost, k=30) Forest (no Under- (with (with
sampling) Under- Under-
sampling) sampling)
® Recall = Slack Precision ® Pseudo fault rate
Prof. Dr.-Ing. Jochen Deuse 29.04.2019 12



A Lack of Tracebility prohibits Supervised Learning I I:E
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Maturity level

1 2 3 4

Criteria

electronical, must be triggered data acquisition is carried out fully automated

Data collection manual entr : : )
y manually automatically in most cases data collection

Completeness of unilateral and incomplete recording of recording of the essential recording of a large part of the recording of all relevant,
data collection relevant characteristics characteristics relevant characteristics (un)influenceable characteristics

ENo SR gl ol (SR o[sT¥e] o] [ETe Mo [ (o 10[sNeIF| M large sample with large number per

Sample size no historic data small sample per object group unbalanced data object group and class

decentralised data storage with  [elli{c{EInRe EIER g TaTo [l ST ST 1

Data sources . :
paperbased records simple software (e.g. Excel) with central data storage

comprehensive Data Warehouse

formats that are difficult to process formats with limited processability B {=I(=Ia1ie (=1 0A ol (ole=tkte )

Data format (e.g. scans, photos) (e.g. PDF) formats (e.g. CSV, XML)

comprehensive standard format

unstructured text semi-structured data structured, structured, metrically scaled data

Data st t . . .
R or images (e.g. XML, JSON) mixed-scaled data and standardized codes

aggregated actual values or raw

data with low sampling rate ST EEEN I (e

Feature type only set points highly aggregated actual values

value characteristics at the highest value characteristics at the upper  value characteristics at the next BEUIERSEE o s ies= 1Rlpe [\ [VF]

Reference level )
reference level reference level higher level element level

massive amount of logical

Consistency of data no consistency/integrity .
differences

few logical differences full integrity/consistency

comprehensive ID/ timestamp on

Traceability no ID/ time stamp different ID/ timestamp comprehensive ID/ time stamp
same reference level
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Combining Domain Knowledge with Data Science I I:E
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= Combining Domain Knowledge with Data Science

8 Conclusion
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Domain Knowledge is required in every Stage of CRISP-DM I FE
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Business-related objectives are derived and Faster and better selection of critical features
suitable success criteria are defined and labels by applying domain knowledge

Business I Data

Understanding j§ Understanding

Implementation and integration Data Domain knowledge enables the
< - Preparation . - . .. .
of prediction models Deployment . identification and elimination of

in manufacturing and _ unrealistic/wrong data
business processes Modeling

Evaluation

The project team is able to interpret and
validate the model results in an Existing domain knowledge can be applied to
application-oriented manner avoid overfitting

Prof. Dr.-Ing. Jochen Deuse 29.04.2019 15



Data Scientists and Domain Experts have been learning from each other I Ij:'
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SFB 876 - B3: Data Mining on Sensor Data of Automated Processes % Prof. Dr. Katharina Morik
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: Distributed data analysis
I Distributed learning Learning from Label
: Proportions (LLP)
, = & Step Prof. Dr.-Ing. Jochen Deuse,
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! = SR
l ” ! 2 BT e
1 | T O Y | e i L = = LS e e L e o e T e e e e
" w f . .
| ! g - I Production process control strategies
I I E 800 I
I 1 T i Process parameter adaption Adaptive process control Customer-requirement-oriented
| : B s e B process control
1 . Ty L o
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I Raw time series 1 g § 60% - Customer b?rdler p'.mss_ Objectives = Adapt process _
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| Extracted features 77.04% 77.22% I 25 e !
I g 2% - = Reassign order ZI =1
I Meta-features + ® o U ajef
raw TS BRI Gk 0% Constrained optimisation mode! « Rei d El
| 4 0 1 2 3 4 5 6 min f(x SEg(x) =0, h(x) =0 eject product W20 faieitaje)
fx) g(x) <0, h(x)
————————————————— - Mo of adaptable processes e
I | » Real-time process parameter adaption utilising » Integrated adaptive process control framework for » Assignment of intermediate products to customer
1 quality prediction models and similarity-search optimal decision support orders based on quality predictions
l algorithms [Schmitt, Deuse, IEEM 2018] [Wiegand, Stolpe, Deuse, Morik, AT 2016] [Schmitt, Wiegand, Deuse, ZWF 2018] [Schmitt, Hahn, Deuse, TecRep 2018] 1
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Citizen Data Scientists blending Domain Knowledge and Data Science I FE
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)( SYSKRON Citizen data scientists CRIF

o RS L
ot R N e

BITBURGER
BRAUGRUPPE Tugustiner y . .
PRADSEORE vabiadn 1)) rapidminer

Domain experts Data scientists

Prediction of...

..malt processability ...lautering duration ...yeast processmg yield

% Federal Ministry
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Interdisciplinary Training overcomes Faculty Boundaries I Ij:
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TECHNISCHE rfakultét
A ol statistik

Prof. Kristian Kersting: Prof. Claus Weihs:
= Deep Learning = Association Analysis

= Tree-based procedures Machine = Data Transformations |
= Ensemble strategies Learning = Concepts for Model Selection

Industrial
Data
Science
Digital
Manufacturing

fakultat fur
informatik | . I Ijj
Production

PrOf . J en S Teu b n er \ Institute of Production Systems

_ Engineering
= Basics of Data Management Prof. Jochen Deuse:
= Database Systems = |Introduction to Industrial Data Science
= Data Warehouses = Sources of industrial data

= Data analysis in industrial environments

@ Federal Ministry
of Education
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Students from all three Disciplines collaborating on Industrial Use Cases I Ij:l
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Project coaching

TECHNISCHE
UNIVERSITAT
DARMSTADT

+  fakultat fur
informatik

!\fakultét
Bl statistik
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Use case driven competence development

Production
Engineering

Interdisciplinary
project teams

VSIS Data
Understanding Understanding

Data
Preparation

Deployment

Modeling

Evaluation

Common
project structure

Industrial use cases

Weidmiiller 3£

Quality prediction
for injection molding

@ evonik

KRAFT FUR NEUES

Yield prediction
for chemical processes

ebmpapst

Quiality prediction
for fan assembly

BMW
GROUP

Quiality prediction
for engine assembly
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Federal Ministry
of Education
and Research
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Conclusion I I:E
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Different Approaches can overcome Data Maturity Challenges

Criteria
1 2 3 4
electronical, mustbe triggered  data acquisitionis carried out fully automated
manually automaticallyin most cases data collection
recording of the essential recording of alarge part of the recording of all relevant,
characteristics televant )
% large sample per object group, but large sample with large number per|
anal sampleperchiect oroup unbalanced data object group and class
paperbased records drﬁerentga hamenagementeysioms comprehensive Data Warehouse
with central data storage
formats with limited processabilty  different, directly processable
{eg.POF) formats e, CSV, L) comprehensive standard format
unstructured text structured, structured, metrically scaled data
of images mixed-scaled data and standardized codes
only set points appegeledackalvaues o fow raw data in real
data with low sampling rate

attributes of the values at the upper atfributes of the values at the next attributes of the values at individual

reference level higher leve! elementlevel
Massive amount of logical .
9 Few logical differences Fullintegrity/consistency
differences

Comprehensive ID/ timestampon

Different 1D timestamp Comprehensive 1D/ ime stamp

same reference evel

Sense Hats

Improving data maturity (e.g. retrofitting)

Sensors

parallel
kinema I

Central PC

Data analysis and
prediction
@j rapidminer

loT-
Adapter Dashboard Maintenance
— = Management
SCHULZ ~
Sensors: o = Boom
Power consumption, speed, S—

operation step, ...

User Interface

Involving senior data scientists

o Prognosemodellbildung
g w w
Multiply (6) g ol ildung (2) s
o ' ™ 1 A "’F " T‘: ub Gn & )
st | . n o
Loy \;1 B — F
a Amaes Atsatuol.
- ta «p —
Process

) Process » Vorverarbeitung »

wx P P L dg

Tokenize Filter Stopwords (German)  Transform Cases Stem (Snowball) Generate n-Grams
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Criteria

1 2 3 4

data acqusition s carmied out
automaticallyin most cases

electronical, must be trggered
manvally

fully avtomated

mangalentry
3 data collection

unilateral and incomplete recording of
relevant charactensfics

recording of the essential
charactenistics

recording of a arge part of the
relerant charactensbics

recording of allrelevant,

R EEEER TN farge sample with large number per

no historic data small sample per object group irbakived dat obctgoup and class
. storage with ~ diffeent da: v
papabsadocords simplesoftware e g. Excel) with central data storage e Deat ot
formats that are difficultto process (9. formats witt different, directly proc N

scans, photos) (eg POF) formats (e.g. CSV, XML) comprehensie siandad fommat
unstructured text Semi-structureddata structured, structured, metrcally scaled data

of images {e.g. XML, JSON) mixed-scaled data and standardized codes

only st points highly aggregated actual values Sogeguidackil s of o raw Gata in real

data with low samplingrate

attributes of the values at the highest  attributes of the vaiues at the upper attributes of the values at the next Ell IS EERENEFRILILTE
reference level reference level higher level

Massie amount of logical
No consistencyfmtegrity Few logical differences Fullintegrityfconsistency
i diflerences e !
. ehensive DY fmestampon
NolD/ time stamp Diffecent IDf timestamp Comprehensive ID/ time stamp i d

‘same reference level

Citizen data
scientists

GRIF |

Institut fiir Forschung
und Transfer

Data science
expert

S~
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Thank you for your kind Attention! I I:E
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Data Maturity

Defined Process Domain Knowledge

Business Data

Understanding JJ Understanding :ﬁachlne
earning

Data Industrial
. Data
e Preparation Science
2oy Digital Six
Manufacturing Sigma

Data Modeling

=3

Production
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